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1.2 Abstract 

Digital images generally contain significant amounts of redundancy. Image compression is 

used to reduce this redundancy. The main advantages of image compression include 

reduction in storage and transmission time.  

This paper discuses Convolutional Neural Networks, a technique used for image 

compression, and its parameters and how they affect the size and quality of the 

compressed images. 

 

 

1.3 Statement of Authorship 

The code for model2 was developed by Takya Mamoto from Osaka University. All the 

other code and work was developed by Sarah Kawaguchi. 
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2 Data Set 
For this project, I focused on one dataset only, the CIFAR-10 dataset. This data set 

consists of 60000 32x21 color images in 10 classes, with 6000 images per class. The 

classes include: airplane, automobile, bird, cat, deer, dog, frog, horse, ship, truck. All these 

classes are completely mutually exclusive, meaning there is no overlap between any of 

them. 

 

 

3 Introduction 
Image compression is a type of data compression which is used to save the cost of storing 

and transferring images.  

This paper discusses compressing an image using a convolutional neural network 

autoencoder, which involves images going into an encoder which compresses them and 

turns their pixels into a series of numbers which is called the latent representation. These 

numbers are then put into a decoder to return the compressed version of the images. 

 

 

Figure 1 Architecture of an Autoencoder [1]  

In this paper, we look at various convolutional neural network models and their 

parameters, and how changing certain parameters such as model complexity and epochs 

can affect the quality of the compressed images. 
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4 Convolutional Neural 

Networks 
A neural network is an algorithm created to simulate biological neural networks. It is 
comprised of an input layer, one or more hidden layers and an output layer, where each 
layer is made up of interconnected neurons.  
 
Convolutuonal neural networks (CNN) are a type of neural networks which uses 
convolutional layers. CNN is most commonly used for image recognition and tasks that 
involve the processing of pixel data such as image classification. This is because the 
convolutional layers reduce the high dimensionality of images without losing information. 
 
Convolutional neural netowrks consist of three main types of layers:  

• Convolutional layer 

• Pooling layer 

• Fully connected layer  

 

5 Autoencoders 
An autoencoder is a structure used to compress and encode data and then reconstruct the 
data from the reduced encoded representation to a representation that is as close to the 
original input as possible. 
 
An autoencoder consists of three main parts: 

• Encoder: takes the images as input and compresses them into an encoded 
representation. 

• Bottleneck: contains the compressed representation of the images.  

• Decoder: reconstructs the encoded representation to as close to the original as 
possible. 

 
Another big part of an encoder is reconstruction loss, which is the measure of how well the 
autoencoder is perforimg and how much information was lost during the process. 



 

6 

 

 

6 CNN Autoencoder 

6.1 Model1 

This is the first convolutional neural network autoencoder model that was used to 
compress the images in CIFAR-10. It contains three convolutional layers and one pooling 
layer. 
 

 
 

6.2 Epochs 

An epoch means training the neural network with all the training data for one cycle [2]. In a 
single epoch, all of data is used exactly once. Increasing the number of epochs can boost 
precision, but if the number of epochs is too high it can lead to overfitting the model. 
 
 
 
 

Figure 2 Convolutional Neural Network Autoencoder model1 
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I first ran model1 for 10 epochs and these were the results I acheievd.  

From figure 3 we can see that while the quality of the images after compression is not 
great, the quality before compression is not good either. Some quality was lost after 
compression but the objects retained their shapes even after compression.  
 
 
I ran this model again for 30 epochs and these were the results.  
 

Figure 3 Three random images from CIFAR-10 before and after 
compression using model1 

Figure 4 Three random images from CIFAR-10 before and after compression 
using model1 
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Figure 4 shows the training and validation loss after 10 epochs. There doesn’t seem to be 
a notable difference in quality between figure 3 and figure 5, but the difference can be 
noted in the training and validation loss. 
 
 

 

6.3 Reconstruction Loss 

‘Loss’ is a concept used to assess the performance of a model. In this case, we have two 
different types which are validation loss and training loss. 
 
Training loss is used to assess how a model fits the training data. Note that the training 
data is a portion of the dataset used to initially train the model [2]. 
 
Validation loss is used to assess the performance of a model on the validation set. The 
validation set is a portion of the dataset set used to validate the performance of the model 
[2]. 
 
Having various validation and training losses often helps with assessing the model 
accuracy and performance. In a good model, the training loss and validation loss should 
both decrease as the number of epochs increases and should eventually stabilize at a 
specific point. 
 
 

 
 

 
Figures 5 and 6 show that the training loss has decreased from 0.145 to 0.144 when the 
number of epochs has been increased by 20. The validation loss has also decreased  by 
0.001 over the course of 20 epochs. This indicates that this model is neither overfitted nor 
underfitted.  
 
 
 
 
 
 
 
 

Figure 5 Training and validation loss after 10 epochs for model1 

Figure 6 Training and validation loss after 30 epochs for model1 
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6.4 Model2 

This is another model that was created to compress the images in CIFAR-10. Model2 
contains two convolutional layers and one pooling layer. 
 

 
 Figure 7 shows all the different layers in model2 
 
This model ran for 20 epochs and the images before and after compression are shown for 
every class in the CIFAR-10 dataset. 

Figure 7 Convolutional Neural Network Autoencoder model2 
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Figure 8 Images before and after being compressed using model2. The first row shows the before images and the 

second row shows the after images. 

From figure 8, we can observe that the quality after compression is great in comparison to 
before compression. The images look very similar both before and after.  
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In figure 9, it is apparent that both the training and validation losses are reducing as the 
number of epochs increases and both the validation and training loss seem to be close to 
0.0012 after only 10 epochs. This indicates that this model is performing well. 
 
 
By comparing model1 and model2, we notice that model2 is less complex than model1 as 
it has less layers. But model2 is performing better than model1 in terms of quality of 
reocnstructed images. Model2 has a validation loss of approximately 0.0012 while the 
validation loss for model1 after the same number of epochs is 0.1421 which is significanty 
larger. All of this points towards model2 being better than model1 for this specific dataset 
in terms of compressing images.  
 
 
 
 

7 Conclusion 
In this paper, we focused on creating a convolutional neural network autoencoder to 
compress images from the CIFAR-10 dataset. We also worked on studying the different 
parameters that affect a convolutional neural network autoencoder model. The results of 
this work were fascinating as we discovered that complexity does not always equal better 
performance and every convolutional neural network autoencoder has to be adjusted for 
the dataset that is going to be used, otherwise the model would not be as accurate and 
performance would drop. 
 
 
 
  

Figure 9 Reconstruction loss plot over 20 epochs 
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9 Appendix 
We have the source code for both models in the appendix. 
 

9.1 Model1 
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9.2 Model2 

This is the GitHub link to the source code for model2. 
https://github.com/takyamamoto/CIFAR-ConvolutionalAutoEncoder-Chainer 

 


