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Abstract

Composite metamaterials with magnetic nanoparticle inclusions have effective electromagnetic proper-

ties distinct from that of their constituent materials. This is because boundary conditions emergent from

Maxwell’s equations must be satisfied at each material interface. Many approaches have been developed to

calculate effective or average magnetic permeability of composites, but most theories do not couple various

components of the permeability tensor and treat it instead as a scalar quantity. Here, the complex, effective

permeability tensor is found numerically by solving Maxwell’s equations using a finite-difference algorithm.

The frequency-dependence of the result is explored for composite systems compared to bulk magnets. In

particular, we explore how the resonant frequency changes as a result of changing the shape of the inclusions

in a composite. The importance of including off-diagonal effects in calculations of the effective permeability

tensor is also explored. This project contributes to understanding the frequency-dependence of the perme-

ability, and is important for chemists, physicists and engineers in the design of electromagnetic shielding

materials and the overall interpretation of macroscopic effects of microwave radiation impinging on such

materials.

1 Introduction

A composite material is made up of two or more constituent materials, each with distinct physical properties.

By combining the constituents, we develop materials that do not exist in nature that are desired for application.

For example, materials are sought that will absorb electromagnetic radiation. Key emergent areas are in medical

devices and electric vehicle motor design [1], as well as radar shielding in stealth aircraft. [2] An example of

an electromagnetic shielding composite consists of a flexible and lightweight host material interspersed with

a small volume-fraction of magnetic inclusions. These inclusions have the capacity to absorb electromagnetic

frequencies across a range of bandwidths.

The magnetic permeability←→µ describes how easily the system becomes magnetised in response to an applied

magnetic field H. It is key for understanding electromagnetic absorption and so is the quantity that we are

interested in calculating for composites in this project.

In a bulk ferromagnetic material magnetised along the z -direction (see Figure 1 for a graphic of the material’s

geometry), with external static magnetic field H applied parallel to the magnetisation M, the permeability takes

the tensor form

←→µ =


µxx µxy 0

−µxy µyy 0

0 0 1

 . (1)

Note that this tensor is frequency dependent. In other words, if a magnet is driven at a different frequency by

electromagnetic radiation, it will have a different response.

The frequency-dependent components of the tensor can be found by solving the Landau-Lifshitz-Gilbert

equation
dM

dt
= − |γ| (M×Htotal) +

α

M

(
M× dM

dt

)
, (2)
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Figure 1: Geometry of a bulk ferromagnetic material magnetised in the z -direction, with H ∥ M.

which is the equation governing magnetisation dynamics. Here, Htotal = H+h(t) is the total applied magnetic

field consisting of a static part along the z direction and an oscillating driving field h(t) due the electromagnetic

wave, in the x−y directions (see Figure 1). In Equation (2), note that α is the Gilbert damping coefficient and γ

is the gyromagnetic ratio. Evaluating all four of the←→µ component expressions for a bulk ferromagnetic material

is outside of the scope of this report and results are given without derivation. The on-diagonal component of

the permeability tensor is found to be [3]

µxx = µyy =
|γ|M(ω0 − αiω)

−ω2 + (ω0 − αiω)2
+ 1, (3)

where ω is the angular driving frequency of the impinging electromagnetic field h, and ω0 = γH is the resonant

Larmor frequency for magnetisation precession.

It is clear from inspection of Equation (3) that ←→µ is complex-valued. The frequency-dependence of the

permeability also is seen - when the frequency ω of the impinging radiation approaches the precessional Larmor

frequency of the system ω0, the denominator of Equation (3) shrinks and the resulting on-diagonal permeability

component grows very large. [3] It is around these peaks that the magnetisation can be excited by incident

electromagnetic radiation most easily and energy can be absorbed strongly by the material from the radiation.

This phenomenon is known as “resonance.” The location of the resonance in frequency is essential to quantify

for shielding material design. Figure 2 below displays the (a) real and (b) imaginary parts of µyy in a bulk

ferromagnetic system as a function of frequency ω, according to Equation (3). Normalized units are used for

the frequency so that resonance (ω = ω0) occurs at 1 for bulk materials. The plot is generated using α = 0.01

and M/H = 10.

In a composite, where ferromagnetic inclusions are placed within a non-magnetic host material, the magnetic

permeability of the whole system is not immediately known. For example, the resonant frequency shifts from

ω/ω0 = 1. This is because composites have effective electromagnetic properties distinct from that of their

constituent materials, emergent from the need for boundary conditions from Maxwell’s equations to be satisfied

at each material interface. [4] An additional level of intricacy is introduced when the complex nature of the
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Figure 2: (a) Real and (b) imaginary parts of µyy for a bulk ferromagnetic material over a dimensionless

frequency range, according to Equation (3). Here, α = 0.01 and M/H = 10.

effective permeability tensor (from here, referred to as ←→µ eff ) is taken into account. Surprisingly, while many

approaches have been developed to calculate composite ←→µ eff , many of these evaluate permeability assuming

the various tensor components do not influence each other, [5] and this is simply not true. [6]

A generalisation of Stroud’s effective-medium approximation (EMA) for the conductivity tensor of a ran-

domly heterogenous medium can be used to treat the permeability tensor. In other words, ←→µ eff is analytically

found using this approximation, in a way that honours the anisotropy of the system. [6, 7] Stroud’s method

works by solving a set of self-consistent matrix equations, and allows one to find the effective permeability

tensor of the composite material with respect to changing frequencies across the microwave regime. However,

Stroud’s method makes several approximations, and breaks down when there is a large fraction of inclusions

inside a host material. Therefore, numerical solutions are needed to check its validity.

The core motivation of this project, then, is to calculate the effective permeability tensor ←→µ eff using a

numerical scheme, free of approximations present in Stroud’s EMA method. [6] This is achieved by solv-

ing Maxwell’s equations using a finite-difference algorithm in Python for a two-dimensional (2D), randomly

heterogenous composite system. This report covers the derivation of the algorithm on a n×n grid, the im-

plementation of the algorithm to find ←→µ eff , and key results found by running the algorithm over a range of

applied frequencies.

Statement of Authorship

All derivations presented in this report have been developed by the author, Anna Carpenter, based on ideas

developed by Dr Karen Livesey and in consultation with Professor Robert Camley. The author acknowledges

that this project springboards off work completed by Genevieve Godec, a previous student of Dr Livesey’s, for

real -valued, scalar effective permittivities of composite materials. [4] The general structure of the algorithm and
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a function outlining conditions for the random placement of inclusion blocks on a 2D grid have been written

based off Livesey’s Mathematica code, but all other extensions to complex -valued, tensor permeabilities in

Python for the purposes of this project are the sole work of the author.

2 Geometry of grid system

The geometry of the problem is shown in Figure 3. There exists a 2D grid to represent the composite material,

comprising a non-magnetic host material (white) and small, square inclusions of some ferromagnetic material

(blue). The material is considered to be uniform along the z -direction, meaning that the 2D square inclusions

in the grid correspond physically to long rods of inclusion material extending into the page.

We treat the system as being periodic in x, and bounded on the top and bottom. This allows constant

potential values of U to be fixed at these boundaries, simulating the effect of a uniformly applied magnetic

field in the y-direction. The choice of square inclusions, as opposed to circular, was made for model simplicity

on a Cartesian grid - however, square inclusions have been shown to have the same overall effect as circular

inclusions. [8]

Figure 3: A 2D geometry of the host material (white) and square inclusions (blue) with a different magnetic

permeability. Part of the geometry is magnified to the right to show the labelling of grid-points at and around

(i,j ).

The magnetostatic potential Ui,j is defined at each grid point (i,j ), with i corresponding to the x -coordinate

and j corresponding to the y-coordinate. This means that one site has 4 nearest-neighbours on the grid,

illustrated in Figure 3. The grid spacing is ∆, chosen such that grid points lie at the vertices of any inclusions

placed on the grid. This is a choice, again, made for computational simplicity, but if desired the position of
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inclusions could be modified to be considered ’between’ points (using a Yee grid [9] or similar).

Magnetic permeability values are defined at the square spaces formed between the grid vertices. Two n×n

arrays holding the on-diagonal and off-diagonal permeability components of the two distinct materials keep

the values at the same spaces in whatever inclusion arrangement is being treated. The total 2D space, then,

contains 2n×2n permeability and n×(n+1) potential values, where n∆ is the dimensionless length of one side

of the grid.

Inclusions are placed randomly in the grid by generating a set of (i,j ) coordinates that fall within the

space, selected from a confined range of integer values using the random library in Python. This random point

corresponds to the bottom-left vertice of the whole inclusion. If filling a full-size square array of the desired

inclusion area does not overlap with existing inclusions on the grid or spill over the vertical boundaries, the block

is placed. Otherwise, a new random coordinate is selected, repeating until the desired amount of inclusions are

placed. We have considered inclusions that do not touch because the shape of the inclusions becomes effectively

very different if they were to touch. This alters the magnetic fields generated by magnetisation of the inclusions

(demagnetising fields), and would have flow-on effects for our algorithm in the calculation of ←→µ eff .

3 Algorithm for potential U

Maxwell’s equations are a set of four differential equations that are fundamental to the study of physics,

particularly in the areas of electromagnetism and optics. Here, a subset of these equations are discretised using

a finite-difference approximation for the derivatives, and then applied to every (i,j ) grid-point to write a linear

equation relating each potential Ui,j to a sum of its’ neighbours. The intuition behind the approach follows

algorithms commonly used to solve second-order differential equations (such as Laplace’s equation) in uniform

materials, [10] although here the neighbouring points contribute unequal amounts to each potential point Ui,j .

The derivation of Nagel [11] for electrostatic problems has been a key reference for development of this report’s

algorithm, due to its detailed approach for dealing with nonuniform electromagnetic properties. However, we

have extended its approach here to be applied to a magnetostatic problem with tensor quantities.

The equation for the magnetic flux density B in SI units is

B = µ0(H+M) (4)

where µ0 is the vacuum permeability, H is the magnetic field, and M is the magnetisation. For linear magnetic

materials, one can rewrite Equation (4) as

B = µ0(H+←→χ H)

=←→µ H
(5)

where←→χ is the magnetic susceptibility tensor and←→µ is the permeability tensor of the material. Note that←→µ =

µ0(1+
←→χ ) = µ0

←→µ r, where
←→µ r is the unitless relative permeability tensor. This takes the form presented earlier
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in Equation (1) and Figure 1 for ferromagnetic materials magnetised along the z -direction, which matches the

configuration of the composite systems treated in this report.

Now the discretisation of Maxwell’s magnetostatic equations is discussed. In a system with no free charges

or currents, Ampére’s Law simplifies to ∇×H = 0. This implies that H is a conservative vector field, and so

can be written as the gradient of a potential function U (r), namely,

∇×H = 0 =⇒ H = −∇U. (6)

This result, paired with Equation (5) can be substituted into Gauss’ law for the magnetic field in order to find

an equation for U according to

0 = ∇ ·B

= ∇ · (←→µ H)

= −∇ · (←→µ ∇U).

(7)

Equation (7) can then be solved everywhere on the grid-space to find the magnetostatic potential U over

all (i,j ). It is essential that ←→µ is not pulled out of the brackets in Equation (7), since it depends on position

and must stay where it is to derive the correct finite-difference algorithm.

To discretise Equation (7), one can first integrate both sides over a square area Ωi,j centred at the point of

interest (i,j ), with side-length ∆. A visualisation of this is presented in Figure 4. The divergence theorem can

then be applied to reduce the area integral to a line integral as per Nagel’s application [11]

0 =

∫
Ωi,j

∇ · (←→µ ∇U)da =

∮
Ci,j

[←→µ ∇U ] · dn̂, (8)

such that Ci,j is the square path that encloses area Ωi,j and n̂ is the unit vector normal to Ci,j . We then find a

finite-element approximation for this path integral by just summing the four parts of Ci,j individually, moving

towards the form of a linear equation for each magnetic potential Ui,j on the grid.

Figure 4: The square contour (dotted line) centred on site of interest (i,j ) used to discretise Equation (7). Ωi,j

is the area of side-length ∆ and Ci,j is the counter-clockwise contour path.
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For illustrative purposes, we will step through deriving a finite-difference expression for the right-hand path

of Ci,j . It is clear from the coordinate axes defined in Figure 4 that the unit vector n̂ points in the positive x

direction. We can denote here that n̂ ∥ x̂. We then have∫
right

[←→µ ∇U ] · dn̂ =

∫
right

[←→µ ∇U ] · x̂dy

=

∫ (j+ 1
2 )∆

(j− 1
2 )∆

(
µxx

∂U

∂x
+ µxy

∂U

∂y

)
dy,

(9)

which represents a quarter of the total integral along the path Cij .

Finite-difference expressions for the partial derivatives ∂U
∂x and ∂U

∂y involve the nearest-neighbours to site

(i,j ). The right path is further split into two pieces so that the derivatives can be evaluated around the square

with permeability ←→µ i,j and the one with ←→µ i,j−1 (see Figure 4). The result is∫
right

[←→µ ∇U ] · dn̂ ≈ ∆

2

(
µi,j−1
xx

U i+1,j − U i,j

∆
+ µi,j−1

xy

U i,j + U i+1,j − U i,j−1 − U i+1,j−1

2∆

)
+

∆

2

(
µi,j
xx

U i+1,j − U i,j

∆
+ µi,j

xy

U i,j+1 + U i+1,j+1 − U i,j − U i+1,j

2∆

)
.

(10)

The superscripts denote either the squares between grid points where permeability µ is defined, or the grid

points themselves where potential U is defined. A visualisation of this notation is provided in Figure 4.

Following the same derivation process, the remaining three paths for Ci,j can be approximated using the

finite-difference method. The four paths are summed together to obtain a discrete algorithm for the magneto-

static potential at (i,j ) which represents exactly the same physics as the continuous partial differential equation

defined in Equation (7). After some cancellation, we get

U i,j =
{
U i+1,j(µi,j

xx + µi,j−1
xx + µi,j−1

xy − µi,j
xy)

+ U i−1,j(µi−1,j
xx + µi−1,j−1

xx + µi−1,j
xy − µi−1,j−1

xy )

+ U i,j+1(µi,j
xx + µi−1,j

xx + µi,j
xy − µi−1,j

xy )

+ U i,j−1(µi,j−1
xx + µi−1,j−1

xx + µi−1,j−1
xy − µi,j−1

xy )
}

{
−2(µi,j

xx + µi,j−1
xx + µi−1,j

xx + µi−1,j−1
xx )

}−1

.

(11)

Equation (11) can be rearranged to form a weighted average sum over the four nearest neighbours to U i,j ,

namely

U i,j = αU i+1,j + βU i−1,j + γU i,j+1 + ξU i,j−1, (12)

where the weighting coefficients α, β, γ and ξ involve combinations of both on- and off-diagonal components of

the permeability tensor in the four neighbouring squares.

4 Solving for ←→µ eff

Equation (12) (derived above) is written for every U i,j point on our n × n grid. This sets up a system of n2

linear equations. At the vertical boundaries (U i,0 at the bottom and U i,n−1 at the top) fixed values of the scalar
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potential are assumed, namely Ubottom and Utop respectively. The choices of j match the indexing convention in

Python, the programming language used to solve the set of linear equations. The resulting system of equations

can be solved directly through matrix inversion for smaller systems. However, Python’s linalg package in

the numpy library can be used to output a solution for larger systems. An n2 × n2 sparse matrix of weighted

coefficients from Equation (12), multiplies by a column vector containing all the U i,j to give a column vector

containing the vertical boundary conditions. To give an example of the calculation time, for a 120 × 120 grid

system, it takes approximately 130 seconds to write and solve a 14,400 × 14,400 matrix equation. Smaller

systems, such as those on an 80 × 80 grid (generating a 6400 × 6400 matrix equation), could be solved in

approximately 10 seconds.

Once the potential U i,j is found for all grid-points, the x - and y-components of the magnetic field strength

H can be found by also using a finite-difference approximation of the derivative. This is because H⃗ = −∇U

according to Ampére’s Law in Equation (6). Using the grid geometry given in Figure 4, the y-component of

the magnetic field is calculated as

Hi,j
y = −∂U

∂y
= −U i+1,j+1 + U i,j+1 − U i+1,j − U i,j

2∆
. (13)

A similar equation can be used to find the horizontal component Hi,j
x . The magnetic flux density B can also

be found everywhere on the grid with a modification to Equation (5). One finds the vertical component of the

local magnetic flux density to be

Bi,j
y =←→µ i,jHi,j

y (14)

Finally, the components of the effective permeability tensor can be found by summing up all the local fields

to form global average fields. Then, the on-diagonal component of the effective permeability is

µeff
yy =

⟨By⟩
⟨Hy⟩

=

∑
all i,j B

i,j
y∑

all i,j H
i,j
y

,

(15)

where the angled brackets denote an average field component.

Similary, the off-diagonal component of the effective permeability is

µeff
xy =

⟨Bx⟩
⟨Hy⟩

=

∑
all i,j B

i,j
x∑

all i,j H
i,j
y

.

(16)

As a reader may infer from earlier discussion, the bulk of the algorithm’s runtime comes from writing and

solving the system of linear equations. A method, then, to calculate quick approximations of ←→µ eff for test

systems involves fixing the volume fraction of inclusions and iterating through several randomly generated

spatial distributions of the inclusions within the host material. By taking the average of each iteration’s output

←→µ eff , variation in the result due to the way inclusion blocks are placed in a smaller grid is minimised. One

can gain a feeling for the system’s ←→µ eff quickly in this way. For larger n, ←→µ eff is not as dependent on the

placement of inclusions, indicating that the system is large enough to simulate results of a real material.
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5 Effective permeability of composites

To illustrate the general results, we will present some fields calculated for an 80 × 80 composite material grid

and show how these fields satisfy boundary conditions emergent from Maxwell’s equations. The resonance

behaviour for a composite system will also be presented and compared to earlier results for a bulk ferromagnet

(seen in Figure 2).

The parameter used in this report to represent the volume fraction of magnetic inclusions is the filling

fraction f. This is the fraction of total material ‘filled’ by inclusions. For example, an 80 × 80 grid with 15

8×8 inclusions has f = 0.15. A grid of this size has been chosen to present a clearer visualisation of the field

behaviour below in Figure 5.

Figure 5: Relative permeability and field behaviour in an 80 × 80 composite grid with f=0.15. Colourbars on

the right of each plot indicate relevant magnitudes. Panel (a) shows the real part of the local permeability,

with the inclusions clearly shown as blue blocks on a yellow background. Panel (b) shows the real part of the

local Hy and (c) shows the real part of local Hx. The blue and red lines in panel (b) denote the position of

cross-sections that are examined in Figure 6.

Figure 5(a) shows the placement of 15 inclusion ‘blocks’ in one randomly generated configuration. The

shading in the graph corresponds to the real part of the local µxx for the initial relative permeability allocated

to the two constituent materials. For the non-magnetic host, Re(µxx) = µxx = 1. At the ferromagnetic

inclusion sites, Re(µxx) matches the expression presented above in Equation (3) for materials magnetised in the

z -direction (into the page). Notice the periodic boundary conditions in x being applied at around y=61, where

the block effectively ‘wraps around’ to the left-hand side. Further, none of the square inclusions are touching

each other.

Density plots for the magnetic field strength components Hy (Figure 5(b)) and Hx (Figure 5(c)) are also

presented. The behaviour of the fields is clearly a function of position, with respect to the changing permeabilities

between host and inclusion in Figure 5(a). In Figure 5(b), there is a uniform background with distortions in Hy

at the inclusion sites. By both visual inspection and by taking a vertical cross-section (see x=25 in Figure 6(a)),

it is clear that there are abrupt field discontinuities at vertical interfaces. This is such that the general boundary

condition from solving Gauss’ law at a material interface is satisfied at the top and bottom of each block. The
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general rule, derived in [12], states that B components normal to the interface junction of two separate materials

must be equal in both materials. Since B = µH, this implies that µincHinc
y = Hhost

y , over changing y. Re(Hy)

inside the inclusions is smaller than in the non-magnetic host to account for this. Over changing x, the algorithm

produces smoother changes in Hy as it moves between materials. A horizontal cross-section of Hy values at

y=10 is plotted in Figure 6(b) to support this observation.

(a) (b)

Figure 6: Cross-sections of the real part of the vertical field Hy, taken along an (a) vertical and (b) horizontal

line shown in the material space in Figure 5(b).

In Figure 5(c), Hx is generally zero. This makes sense, as there is no externally applied potential at the

horizontal boundaries to produce a net magnetic field in the x direction (a field is present in the y direction

from the specification of constants Utop and Ubottom as outlined in Section 3). Similar to in Figure 5(b), though,

there are clearly discontinuous changes in Hx at horizontal interfaces. This change in field values is consistent

with the boundary condition for components normal to the interface junction, [12] and so also makes sense

physically.

The Python code was used to calculate←→µ eff for a composite system over a range of applied frequencies. In

the Introduction, we explored why the resonant frequency of a composite material is not immediately known.

In summary, this is due to the need to satisfy local field boundary conditions at each material interface in

the system, as well as the inclusion of complex tensor permeabilities. Figure 7 shows results for the real part

of µeff
yy in a system with volume fraction f=0.15, over a dimensionless frequency range 0.2 ≤ ω

ω0
≤ 6.0. In

Figure 7a, resonance behaviour of the composite (dark line) is plotted on the same axes as that of the bulk

ferromagnet (lighter line) from Figure 2 to compare scale and location of resonant frequencies. Results have

also been plotted in Figure 7(b) against a version of the code which ignores off-diagonal components of ←→µ at

the inclusion sites, setting them to 0 for consecutive calculations of the composite material’s overall←→µ eff . This

was done to explore how important the treatment of off-diagonal components in the algorithm was for final

calculations. A step-size of 0.1 was taken between each frequency input, with 2 iterations at each frequency run
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and consecutively averaged. This was done to minimise the effect of inclusion placement on changing ←→µ eff ,

and was a method discussed at the end of the previous section to reduce the algorithm’s runtime.

(a) (b)

Figure 7: The real part of µyy
eff for a composite 80 × 80 material over a dimensionless frequency range, with

volume fraction f=0.15. Here, α = 0.01 and M/H = 10. Panel (a) compares the composite result (dark line)

to that of a bulk magnet (lighter line). Panel (b) compares the result to that which would occur if one ignored

the coupling of off-diagonal components to the on-diagonal permeability value (red line).

The real part of µyy
eff undergoes a sign change at a certain frequency, and this frequency corresponds

roughly to the resonant frequency for a given system. Figure 7(a) shows that this shifts from ω
ω0

= 1 in the bulk

ferromagnet (lighter line) to ω
ω0
≈ 4.6 in the composite (dark line). The uncertainty in the answer comes mainly

from the resolution uncertainty by taking frequency step-sizes of 0.1. Physically, this means that there is the

greatest electromagnetic absorption by the composite when the angular driving frequency ω of the impinging

electromagnetic field is about 4.6 times greater than the precessional frequency ω0 of the bulk magnet. This

is due to the shape anisotropy of the added inclusions, as they introduce additional effective fields on top of

the external applied one, thus shifting the resonance location. This matches predictions of a shift in resonance

due to shape aniostropy from analytic approximations. [6] One can also observe the decreased magnitude of

the peak in a composite material compared to bulk, which makes sense as there is a smaller volume-fraction of

material with absorptive capacity. The characteristic sign change denoting the resonance location is perhaps

more obvious in Figure 7(b), as the range of the y-axis is more comparable to the size of µyy
eff .

Finally, we consider the importance of treating off-diagonal components of ←→µ as a part of the effective

permeability calculations. Figure 7(b) compares the resonance behaviour of the same f=0.15 system as before,

to a series of simulations for the same filling fraction where the off-diagonal←→µ components of the inclusions are

set to 0. Consecutive calculations of Re(µyy
eff ) here show a total mismatch between the resonance behaviour of

this system where off-diagonal effects are ignored, and our system where anisotropy of the material is accounted

for. This affirms that it is essential to account for off-diagonal permeability components when performing these
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calculations, and affirms the approach taken in the design of this algorithm.

6 Discussion and Conclusion

A 2D finite-difference code was written to calculate←→µ eff for randomly heterogenous composite systems. Results

show that there is a shift in resonant frequencies for composites compared to bulk magnetic materials, and

that this can be explained by the shape anisotropy introduced by the inclusions. It was also confirmed that

off-diagonal terms are essential for calculations of ←→µ eff in composite material design, a conclusion which is

supported by analytic approximations using Stroud’s method. [6]

A natural continuation of this project involves extending the composite space modelled to three dimensions,

a task that will involve discretising Maxwell’s equations such that additional terms are introduced to the final

equation for Ui,j . The algorithm could also be modified such that inclusions have magnetisation M in either

the positive or negative z -direction, potentially even letting the direction of M be represented as a probability

in order to intersect with other areas of physics like statistical mechanics. A final future direction involves

optimising the code that runs the algorithm; A key area of investigation involves using sparse matrix packages

in Python to improve runtime, or even investigating other programming languages.
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