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Abstract 

Colorectal cancer (CRC) heavily affects a large proportion of the Australian working population. 

As patients who undergo curative surgery are more likely to fatally relapse, predicting those who 

are likely to relapse could help improve the survival rate. This project aims to create a tool that can 

aid non-clinicians identify lymphocytes and various regions in a colorectal histology. It can later be 

applied to help determine whether tumour infiltrating lymphocytes (TILs) are predictors of relapse 

in CRC patients. Image information related to edges, texture, and colour were obtained using the 

Canny edge detection algorithm, Grey Level Co-Occurrence Matrix (GLCM), and the RGB colour 

space. The features were clustered using K-means and Markov random fields (MRF). Preliminary 

findings suggest that the tool assists a non-specialist identify TILs and non-TILs (lymphocytes not 

located within the tumour region) provided they are familiar with the characteristics of a 

lymphocyte. 
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1 Introduction 

Colorectal cancer (CRC) has been identified as the second deadliest cancer in Australia since 1982 

by the Australian Institute of Health and Wellbeing [1]. In addition, it is the fourth leading cause of 

death in adults between the ages of 45 and 64 [2]. Given that the working population of Australia is 

between 25 and 64 years of age, CRC is not only a medical issue, but also an economic concern. 

While mortality rates have been declining, it is still concerning that 1 in 3 patients with CRC who 

undergo curative surgery have fatal recurrences [3]. This brings to the forefront the importance of 

predicting which patients are likely to relapse, and the time-to-relapse of patients at risk. Currently, 

physicians use different colorectal nomograms to make these predictions. However, in comparison 

to other nomograms used in oncology, colorectal nomograms are underdeveloped [4]. Limited 

validation studies and strict patient range are but two examples of issues that need to be addressed. 

TILs have recently been shown to be significant predictors of relapse in non-small cell lung cancer 

(NSCLC) [5]. As high levels of immune reaction are known predictors of positive prognosis in 

CRC patients [6], it is logical to investigate whether the phenomenon observed in NSCLC can be 

replicated in CRC. 

In order to assist the proposed investigation, this project set out to create a tool that can help non-

specialists identify TILs and non-TILS, in stage II and III CRC histology slides. Multiple journal 

articles have found success in combining mathematical image analysis techniques and artificial 

intelligence, which motivated this study [7-11]. 

In this work, feature information relating to edges, texture, and colour were extracted from 

histology images. These information were respectively obtained by implementing a portion of the 

Canny edge detection algorithm [7], calculating the GLCM [8-10], and extracting the RGB values 

of the raw image [9]. K-means clustering [10] and Markov random fields (MRF) [11] were then 

used to group features of interest. Figure 1 depicts the workflow developed. 

As far as the researcher is aware, there is currently no published paper that uses the combination of 

image analysis techniques used in this project. The paper is set out as follows – firstly, this report 

will describe the data and software used in this project. Secondly, it will discuss the two sections of 

image analysis used in this research, feature extraction and image clustering. The results of this 

study will be discussed after which a summary of the project will be presented.  
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Figure 1. Image processing overview. 

 

1.1 Statement of Authorship 

The project idea was presented by Dr. David Williams from the Olivia Newton-John Cancer 

Research Institute. All raw images and annotations were also provided by Dr. Williams. The scope 

of the project that was undertaken during the 6-week AMSI Summer Vacation Research Internship 

was formulated by Nauvoo Perez and Dr. Hien Nguyen. Guidance and supervision were provided 

by Dr. Nguyen. The project was funded by AMSI and the Australian Department of Education. 

 

2 Data Description 

The raw image used in this project is a representative section of a colorectal tissue obtained using 

the imaging software QuPath [12]. The image was taken at 26x magnification and is 2302 x 1436 

pixels. The PNG image format was used throughout the entire project to minimise the loss of 

information through image compression.  

The image was stained using haematoxylin and eosin (H&E), which is generally used to identify the 

overall cellular and tissue structure components [13]. This technique stains the tissue in different 

combinations, shades, and hues of pink and blue where components that share similar features are 

stained the same colour. 

The entire project was coded in R using RStudio [14]. The load.image function from the 

imager [15] library was used to load in all images used in the project, and the ggplot function 

from the ggplot2 [16] library was used to graph the images.   
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3 Image Analysis 

3.1 Feature Extraction 

Feature extraction is the process of extracting interesting elements of an image. This information 

can then be used in additional processes to make conclusions based on the intended outcome. The 

three image features that were of interest in this project were edges, texture, and colour.  

Two versions of the image were used in this section. The original image was used to extract the 

RGB colour space. A grayscale version of the original was used as input for both the edge detection 

and GLCM. The matrices generated are used as input for the clustering algorithm. 

3.1.1 Gradient magnitude matrix 

As it is useful in image segmentation, edge detection was implemented. In addition to identifying 

the boundaries of features that are of interest, it also decreases or removes information that is not 

required. Although there are numerous ready-to-implement edge detection functions in R, this 

project manually implemented the Canny edge detection algorithm’s first two stages – noise 

reduction and calculation of the gradient magnitude [17]. This decision was taken to provide the 

researcher the opportunity to explore and better understand the processes involved in detecting 

feature edges in an image. 

 

A. Image noise reduction 

Denoising is an integral component of image processing as it allows the technology to ignore 

superficial information and concentrate on the key features. For this project a van Vliet-Young 

filter, a recursive approach used to approximate a Gaussian filter, was applied [18]. The filter 

approximated is the Gaussian blur which is given as 

𝐺(x, y) =
1

2πσ2
e
− 

x2+y2

sσ2  

where 𝑥 and 𝑦 respectively denote the horizontal and vertical distance from the origin. The standard 

deviation of the distribution used throughout is 𝜎 =  2.  
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B. Calculating gradient magnitude 

The gradient of an image is obtained by calculating the change in brightness or colour of an image. 

By calculating the rate of change in gradient, in essence the magnitude, information such as a 

change in orientability, depth, or lighting can be obtained.  

The gradient of an image is a vector containing partial derivatives with respect to 𝑥 and 𝑦. It is 

given as 

∇f   = [
Gx

Gy
] =  

[
 
 
 
∂ 𝑓

∂ 𝑥
∂ 𝑓

∂ 𝑦]
 
 
 

, 

where 
𝜕 𝑓

𝜕 𝑥
 is the horizontal partial gradient and 

𝜕 𝑓

𝜕 𝑦
 is the vertical partial gradient. This project made 

use of the existing get_gradient function from the R library imager [15]. The magnitudes 

were calculated using the formula  

Magnitude = √𝐺𝑦
2 + 𝐺𝑥

2. 

 

3.1.2 Texture matrix 

GLCM is a method of extracting textural information from an image by taking into account the 

relationship between a pixel and its immediate right neighbour [19]. The matrix is composed by 

tabulating the frequency of different grey level pairings occurrences in the image. Texture 

information is then obtained by calculating different statistics using the matrix. There are no set 

rules when deciding which texture information measurements would provide the optimal output, 

though studies suggest that combining different information tend to generate better results [20]. Of 

the 14 image features originally proposed by Haralick, this project uses the variance, given by 

variance = ∑ ∑ (i − μ)2

𝑗
p(i, j),

𝑖
 

where 𝑝(𝑖, 𝑗) is the (i,j)th entry of the generated matrix. The variance is primarily calculated to 

determine the similarity of pixel intensity within a region. This was implemented using various 

functions from the raster and glcm R packages [21, 22].  
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3.1.3 Colour matrix 

When working with histology slides, colour is an important feature as different staining techniques 

produce different coloured slides depending on the intended outcome. For example, 

immunohistochemistry is the technique used to identify a specific protein in a tissue. Depending on 

the reagent used, the slides may be stained a different colour, though brown is the most common. 

To capture this information the image is converted into a data frame, from which the colour space 

RGB values were extracted. 

 

3.2 Feature Clustering 

Image segmentation is the process of grouping information so that the pixels within a category 

share similar characteristics. This project applied K-means clustering to automatically segment the 

different features of interest, which include the tumour region, non-tumour region, lymphocytes, 

and non-lymphocytes. MRF is then applied to refine the image by reducing noise and improving 

pixel grouping.  

 

3.2.1 K-Means clustering 

K-means clustering is an unsupervised method of partitioning n observations (𝑥1, 𝑥2, … , 𝑥𝑛) into 𝑘 

groups 𝐒 = {𝑆1,𝑆2, … , 𝑆𝑘}, that share similar features using only input vectors. Given an initial set of 

𝑘 means 𝑚1
(1)

, … ,𝑚𝑘
(1)

, each observation 𝑥𝑛 is assigned to to the closest 𝑚𝑖
(𝑡)

calculated based on the 

Eucledian distance 

𝑆𝑖
(𝑡)  =   {𝑥𝑛 :  (𝑥𝑛  −  𝑚𝑖

(𝑡))
2

   ≤  (𝑥𝑛  −  𝑚𝑗
(𝑡))

2

∀𝑗,  1  ≤  𝑗  ≤  𝑘}, * 

where 𝑥𝑛 is strictly assigned to only one 𝑆(𝑡) . The mean of each group is then re-calculated using 

mi
(t+1)

=
1

|Si
(t)

|
  ∑ 𝑥𝑗xj ∈S

i
(t) . ** 

Equation (*) and (**) are repeated until the algorithm converges, in the sense that 𝑚𝑖
(𝑡) = 𝑚𝑖

(𝑡+1)
, 

for some t. This algorithm is commonly known as Lloyd’s algorithm [23]. The algorithm is 

implemented using the function kmeans from the R base library [14].  

This process can be plainly described as follows: 

1. 𝑘 numbers of centroids are randomly placed. 

2. Observations are then assigned a group based on their distance from each centroid. 
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3. The centre or mean of each group is calculated, this then becomes the new centroid.  

4. 2 and 3 are repeated until either the centroid no longer shifts (local minimisation of within-

group sums is achieved) or the number of iterations is reached.  

It should be noted that minimisation of within-group variation is not guaranteed under the K-means 

clustering algorithm, and that only the convergence to a local optimum is ensured.  

To evaluate the optimum number of clusters, this project used the elbow method [24]. This 

approach involves computing the within-group variability depending on the number of clusters, 

which we take between one to fifteen. The optimal number, 𝑘, of groups is chosen based on the 

number of clusters whereby increasing the group size by one would not drastically improve the 

within-group variability, in essence where the graph bends as seen in Fig 2. While the graph shows 

the ideal number of groups to be either three or four, 𝑘 = 6 was chosen as there were additional 

features, such as the white spaces and the general pink background, that the researcher wanted to 

keep separated. The image produced by the algorithm was undistinguishable to the original image 

through human perception. This was addressed by converting the default six colours into more 

distinguishable colours, such as primary and secondary colours. 

 

Figure 2. Graphical representation of reduction of within-group sum of squares as number of 𝑘 

increases. 
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3.2.2 Markov random fields 

The MRF model assumes that images are generally smooth, essentially neighbouring pixels tend to 

look similar except for areas with high gradient magnitude. If an image has high variability, such as 

the image produced by the K-means algorithm, MRF can be applied to reduce spatial image noise, 

resulting in a more cohesive image [25]. This process involves using a probability function to 

predict which group the pixel of origin belongs to, based on its neighbouring cells. 

The MRF model in this project was implemented as follows: 

A. Obtain the Moore Neighbourhood, 𝑁𝑧, of distance 𝑑 = 1 around the coordinate 𝑧, where 

𝑧 = (𝑥, 𝑦) 𝜖 ℤ2. Moore neighbourhood, also known as the rook’s case, are the 8 surrounding 

pixels 𝑧 [26]. 𝑁𝑧 is given as 

𝑁𝑧 = {(𝑖, 𝑗):𝑚𝑎𝑥{|𝑥 − 𝑖|, |𝑦 − 𝑗|} ≤ 1, (𝑖, 𝑗) ≠ (𝑥, 𝑦)}. 

B. Let 𝐶𝑧 = {𝐶𝜁: 𝜁𝜖𝑁𝑧} be a set of observations in the neighbourhood of 𝒛. Also let 𝜂𝑧 = 𝜂(C𝑧) 

be a function of the neighbourhood. 

C. Construct a multinominal logistic regression MRF model using the K-means image clusters 

as the response variable and η𝑧 as the predictor variables. 

D. Use multinominal logistic regression to predict the responses. 

E. Plot the response predictions.  

4 Results and Discussion 

Based on the results from Section 3, it was determined that the tumour regions contained high 

concentrations of cytoplasmic material that surround lymphatic cells. This made a significant 

enough difference that the tumour and non-tumour regions can be easily differentiated. As the 

purpose of this study was to create an aiding tool, this visual distinction was sufficient. It is possible 

to take this finding one step further by calculating whether the difference in ratio of this material is 

statistically different between tumour and non-tumour regions. This has the potential to provide a 

mathematical means of distinguishing between both regions.  

In addition, the clustering algorithm made it easier to identify potential lymphocytes, although those 

were clustered with features that were clearly not lymphatic cells. As such, the colour ratio cannot 

be used to determine the density of lymphocytes within a given area. Applying the MRF model 

assisted in reducing confusion when it came to distinguishing between lymphatic and non-

lymphatic cells. However, it did not eliminate the clustering issue. An issue encountered with MRF 
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was the computational power required to implement the model. As such it was only applied to 

segments that were a max size of 100 by 100 pixels. 

There did not appear to be any human discernible differences when a comparison was made 

between an RBG-only matrix and gradient magnitude + GLCM + RGB matrix clustered image. 

These findings contradicted a study that found a combination of GLCM + RGB to produce more 

accurate classification results compared to using only RGB information [9]. Although it should be 

mentioned that the study implemented a support-vector machine (SVM) for the classification 

process. As SVMs were not used in this project, this study is unable to quantify the advantage of 

using gradient magnitude + GLCM + RGB matrix over an RGB-only matrix if machine learning 

classifying algorithms are utilised. 

 

5 Conclusion 

This paper set out to create a tool that can assist non-clinicians identify different features in a 

colorectal histology slide with minimal specialist input. It implemented various image analysis 

methods that were found to be successful in processing medical images, though the specific 

combination used have not been previously explored. Preliminary findings show that the developed 

technology can assist non-specialists identify a lymphocyte provided they are familiar with its 

features – small, spherical, and solid colouring. In addition, the image segmentation methods 

provided results that made it possible to differentiate between regions within the tissue. Finally, the 

project suggests that more sophisticated classification methods are required to make better use of 

the feature information extracted from the image.  
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